
Scribing: Lecture 9: 
Classification

Created

Class BMEG3105

Instructor Ng Sui Ip 1155213651

Hierarchical clustering:
Hierarchical clustering helps producing a set of nested clusters organised as a 
hierarchical tree. It can be visualised as a dendrogram which is a tree like diagram 
that records the sequences of merges. Clusters can correspond to meaningful 
taxonomies like gene clusters, phylogeny reconstruction, etc.

Steps:
1. Compute the similarity or distance matrix

2. merge the two closest clusters/ value

3. update the similarity or distance matrix

4. repeat the process of merging and update until same value/ single cluster is 
left

Note: Similarity or distance matrix can be calculated by methods such as linear 
correlation.

Example:
Assume we use linear correlation to compute the similarity:
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We merge At1g30720 and At2g34930 (with the most similar values) and update 
the minimum value (largest correlation)

Repeat the process until one single cluster is left

Scribing: Lecture 9: Classification 2



Classification:
Classifying items is essential in organisation and putting new items into correct 
place. With classification, you can understand whether the person or item is within 
the targeting group. In biology, it is common to classify different kinds of items, 
ranging from new gene, new cell, new species, etc.

Given a collection of records (training set), including a set of attributes and class. 
Classification aims to find a method to assign the class of previously unseen 
records based on other attributes and the records collection as accurate as 
possible.
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Classification Method: K-nearest Neighbour 
Classification:
K-nearest Neighbour (KNN) classification is a simple, instance-based learning 
algorithm that classifies new samples based on similarity measures. It works by 
finding the K closest training examples among their attributes and using the most 
frequent class (mode) among these neighbors to determine the class of the new 
point.

Imagine you are having a encyclopaedia of animals as training set, you are then 
given an unknown animal with sufficient attributes including appearance, walking 
style, sound, etc. Reading through the encyclopaedia, you have found out that the 
quack sound and walking style is very frequently found in duck. Maybe there are 
other animals which also quack and walk like duck, but the animal is the most 
likely a duck.

How KNN works:
1. Store the available training instances

2. Calculate the distance between the query instance and all training samples
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3. Sort the distances and identify the K (usually 5-10) training instances that are 
closest to the query instance

4. Gather the category labels of these K-nearest neighbors

5. Return the most frequent class label among those K instances

Notes: Data should be normalised!

Example:
We first normalise the data
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Then we compute distances (or similarities) using different method, in this 
example we use Euclidean distance

Suppose K=2, we try to identify the K most similar data
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We take their class out and find the mode class. In this example, the mode of 
gender in K most similar data is obviously M. Hence, P5 is probably a male

Clustering VS Classification:
Considered both are unsupervised learning methods, clustering and classification 
serve different purposes:

Clustering groups similar items together without predefined categories, 
discovering natural groupings in data. 

While classification assigns new data to predefined categories based on a training 
set. 

In short, clustering finds out "what groups exist in this data?" while classification 
finds out "which known group does this new data belong to?"
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